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Instructor

Hao Zhang (https://cseweb.ucsd.edu/~haozhang/)
- Ph.D. from CMU CS, 2020
• Projects: Parameter server (week 3), auto-parallelization (week 5)
- Took 4-year leave to work for a “not-so-successful” startup (raised 100M+), 
2016-2021
• Projects: Petuum, MLOps (Previous offering of CSE 234)
- Then postdoc at UC Berkeley working on LLM+systems, 2021 – 2023
• Projects: vLLM, Vicuna, lmsys.org, Chatbot Arena (Week 8)
- Then co-founded a small startup and acquired by SNOW and started at 
UCSD
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My Lab: https://hao-ai-lab.github.io/

Research Area: Machine Learning + Systems
Recent topics:
• Fast LLM Inference and Serving (Week 8)
• Large-scale distributed ML systems, Model parallelism, etc. (week 6)

• Open source LLMs, data curation, evaluation (week 7)

Some ongoing projects:

lmsys.org vllm.ai



Today

Why study ML Systems
Course overview

Logistics

Warm up (If time permits)



Success of Machine Learning Today



Generative AI



How this happened?
A key ingredient: ML Systems



I will Provide 3 Arguments

1. ML system is an essential skill today

2. Developing ML-system way of thinking is essential for solving future 

problems

3. Reveal later



1958 – 2000: ML Research



2000 – 2010: Arrival of Big Data



2006 – Now: Compute and Scaling



When three things come together and ready?



The bitter lesson by Richard Sutton



The bitter lesson by Richard Sutton

“One thing that should be learned from the bitter lesson is the great power 

of general purpose methods, 

of methods that continue to scale with increased computation even as the 

available computation becomes very great. 

The two methods that seem to scale arbitrarily in this way 

are search and learning.”



A real example AlexNet 2012



W/o ML Systems



W/ ML Systems: accelerating R&D



W/ ML Systems: scale out

Data of the Entire 
Public Internet Data center with 

100K GPUs



Summary of Argument 1: ML System is an essential skill

• Accelerate ML research

• Bring ML up to scale

• Help deploy ML to everyone

• Enable ML <-> system codesign



Example problem 



Traditional Way of ML Thinking

Design a better model with better learning efficiency, followed
by hyperparameter tuning, pruning, distillation 



Traditional Way of System Thinking

Take the best model by ML researchers, specialize the 
implementation to target HW platform to reduce latency



ML-System way of Thinking

1. Collect more data
2. Develop models architectures and algorithms that are able to squeeze the last bit of
performance of the available hardware
3. Study data-model scaling law, scale it up using many hardware, subject to compute 
budget
4. Under compute budget, automatically optimize the HPO
Repeat 1 -> 4

5. Streamline the entire process from development to deployment

Option Step 0: develop a new hardware
for the this task



Summary of Argument 2: Why Study MLSys

• ML-system way of thinking prepares ourselves to approach emerging

problems and work in the area of machine learning engineering.



For PhD students: MLSys as an Emerging Research Field



We will reveal Argument 3 soon
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Logistics
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ML System history

System problems become clearer when problems are more spec
• ML Systems evolve as more and more ML components (models/optimization algorithms) are 

unified

Ad-hoc: diverse model family, 
optimization algos, and data 

Opt algo: iterative-convergent

Model family: neural nets

Model: 
CNNs/transformers/GNNs

LLMs: transformer 
decoders

Our models/algos 
become more and 
more specialized



ML System Scale

Massively distributed GPUs: 10K 
GPUs

8 GPUs in one Box: nvidia DGX

GPUs, accelerators, LPU

Many CPUs and multi-threads

Ad-hoc: diverse model family, 
optimization algos, and data 

Opt algo: iterative-convergent

Model family: neural nets

Model: 
CNNs/transformers/GNNs

LLMs: transformer 
decoders

Single-core CPU

Our scale increases -- we 
double down more 

resources on a 
specialized model
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Hence the course is organized into 3 parts

•Basics: models, algorithms, and their compute representations

•Optimization, Parallelization, and Scaling

•LLMs, its related algorithms, optimization, parallelization, scaling, etc.
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What is this course about? Part 1 Basics

Machine learning system basic

Deep learning

Computational graph

Autodiff

ML frameworks: TF/PyTorch, Imperative vs. declarative

GPUs and CUDA

Collective Communication
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Part 2: Optimization and Parallelization

Single device optimization

Hardware acceleration

Compute/memory optimization
Graph optimization / fusion / quantization

Compilation 

Distributed ML Basics
Data parallelism, model parallelism

Inter-op parallelism, intra-op parallelism

Automatic parallelization



Part 3: LLMs

Transformers Large language model (LLM) basics

Scaling law: pretraining, test-time compute

LLM training, inference, serving, and their optimizations

LLM+X (X = agents, tool, RAG, Database, etc.)



What is this course not about?

Not an OS/Distributed system/networking course

We will assume you know how OS/Distributed system/networking works

Things to check:

How processors works: instruction, ALUs?

How computer/OS works: memory hierarchy, scheduling, memory 

management?

How networking works: packet delivery, protocols?



What is this course not about?

Not a Linear algebra/deep learning/NLP/optimization course
We will assume you have knowledge on ML/DL/optimizations
Things to check:

Basic linear algebra and calculus
How neural networks work? Training and inference

CNNs/RNNs/transformers/graph neural networks?
How gradient-based optimization works?

Gradient descent/SGD/Adam/L2 norm etc.
How these models enable applications?

CNN -> image classification, LLM -> language modeling



What this course does not cover

MLSys is expanding it scope, a lot of interesting topics

This course will not cover:

ML for systems: learned data base index, learned networking, etc.

ML Hardware design: this is a software course

Other topics: Federated learning, ML energy efficiency, system security 

in ML



Contrast with similar course offerings in UCSD

Vs. Previous years of CSE 234: Data system for machine learning

Previous CSE 234 is more data-centric (more data component than ML 

components)

This course is ML-centric and system-centric

This course is more cutting-edge: latest technologies up-to-date
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Suggested Textbooks

This is a fast-evolving field hence NO TEXTBOOK

We will read a lot of latest papers.

But there are a lot of online materials:

Deep learning book by Ian Goodfellow, Yoshua Bengio, and Aaron Courville 

Dive into deep learning: by Mu Li, Alex Smola, Aston Zhang

ML compilation: by Tianqi Chen etc.

Designing Machine Learning Systems, by Chip Huyen.

TensorFlow/PyTorch/DeepSpeed documentations

https://www.amazon.com/Designing-Machine-Learning-Systems-Production-Ready/dp/1098107969
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Learning outcomes of this course

By the end of this course, you will …
… understand the basic functioning of modern DL libraries, including concepts like 
automatic differentiation, compute operators, etc.
… understand hardware acceleration/CUDA/GPUs, and can program/debug a 
little accelerator programs
… understand scaling-up, why and how? All sorts of machine learning parallelization 
techniques, and latest research in the area
… ground all you learned in the context of LLMs, understand the L of LLM, how it is 
optimized, scaled, trained, served.
… Have fun
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… and a more practical outcome (hopefully): 
$$$

Here comes our Argument 3: Economical Reason



Global Picture: AI Industry



What others are doing



Real Profiles I know

Berkeley Ph.D. Grad  2024

Area: LLM Systems
First Employer: OpenAI

Package: ~1.7M

CMU Ph.D. Grad  2020
Area: Systems
First Employer: Google
Package: ~400K



The Ultimate Outcome

Develop the capability of reasoning and understanding the technological

trends and selecting which area to bet your next career on!
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Questions?
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Course website

https://hao-ai-lab.github.io/cse234-w25/



TAs

Abhilash Shankarampeta (ashankarampeta@ucsd.edu)

MS @ HDSI

Experience: Reasoning and efficient ML

OH: Every Monday 4 – 5 pm @ HDSI 437 and Zoom

Daniel Zhao(djzhao@ucsd.edu)

MS @ CSE

Experience: efficient ML and non-traditional NLP (e.g. music)

OH: Every Wednesday 1 – 2pm at B260A and Zoom

mailto:ashankarampeta@ucsd.edu
mailto:djzhao@ucsd.edu


TAs

Junda Chen (juc049@ucsd.edu)

PhD @ CSE

Experience: efficient LLM inference engine and agent systems

OH: Every  Tuesday 1 – 2 pm @ B240A and Zoom

Ruiyi Zhang (ruz048@ucsd.edu)

PhD @ ECE

OH: TBD
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Components and Grading

•3 Programming Assignments: 45% (15% + 15% + 15%)

•5 late days in total

Exams
•No Midterm

Final Exam: 37% 
•Reading summary: 10%, 10 readings, 20 - 40 pages per reading

No late days. 
•Scribe Duties: 8%

•Extra Credit: 6%
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Grading Scheme (grade is the better of the two)
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Grading Scheme (grade is the better of the two)

Example, 82 and 33%, 
Rel: B-; Abs: B+;
Final: B+
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The structure of the course (Tentative)

https://hao-ai-lab.github.io/cse234-w25/



Lectures

Hao’s lecture: high encouraged to attend

In person unless due to travel or weather

Will review some MQAs in the end 

Guest lectures: You must attend (mostly on Zoom)

About 4, from inventors of key techniques covered in class

TAs will track the attendance

TA recitations: Arrange on demand, using the “discussion” slot

e.g., before-exam recitations
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Programming Assignments

•Three newly designed PAs 

•Will be based on PyTorch / Huggingface/CUDA/Triton

•Topics
Implement computational operator/graphs, autodif, and optimize them

Train it, debug correctness, and benchmark performance

Scale it up using parallelism
Serve them and meet SLOs

•We will use Google Colab’s free GPUs. TA will publish a guide; we are in 

touch with the university IT to see if we can get more GPUs
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Expectations on the PAs

Expectations on the PAs: 

Individual projects; see webpage on academic integrity

Be prepared: plan to spend large amount of time on it

Esp. if you do not have a lot of experience in programming at low-level

TAs will explain and demo the tools; handle all Q&A

Hao’s notes: if you really want to learn something practical, PA will be 

the best source of this course



Reading Summary

Required reading: 

The instructor team will select important papers 

(workload: 20 – 40 pages / week).

One reading summary per week, submit your 

reading by next week Tuesday midnight.

Your reading summary should focus on high-level 

ideas, and should be >= 3 pages of the Neurips

format.

Optional reading:

Other important papers, cutting-edge topics

Encourage to read if you want to learn more

Helpful for PAs



Scribe Duties

Sign up your scribe duty here:

https://docs.google.com/spreadsheets/d/18zlX-zmFu5cMR4M-xkWhIQOlnYPZrEXZj-TaO5MlIY0/edit?usp=sharing

You should 

• Scribe with as many details as possible

• Collaborate with other scribers

• Submit PRs to course website repo

• Reviewed and maybe iterated with the TA

https://docs.google.com/spreadsheets/d/18zlX-zmFu5cMR4M-xkWhIQOlnYPZrEXZj-TaO5MlIY0/edit?usp=sharing


Exams

• No Mid-term

• In-person Final exam (37%)

• All MCQs

• You can bring as many books/cheat sheets/paper you want

• No phone/laptop/Internet/ChatGPT

• Data: March 18, 2025, 7-10 pm



Exams

Hao’s lectures will feature some MCQs (that may appear in final exams) 

every week, so make sure to attend lectures or watch recordings.



Karma Points

• Participation: lectures / piazza

• Guest lecture: ask hard questions to challenge our guests J

• Completing course surveys and evaluation: it helps me, helps TAs and 

help yourself



MCQ Example: Who originally developed PyTorch?
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Respecting TAs’ time
•Use piazza first, seeking helps from your peers
•Students answering questions on Piazza will be rewarded
•Office hours are for getting ideas on how to debug or better approach 

your homework.
•Write a description! Try to narrow down your problem area as much as 

possible. 
• If you don’t have a description, TA can reject your questions.
•Respect TA’s working hours.
•Respond in 24 hours. 
•Members may send msgs at night or on weekends, but only expect to 

receive a reply on weekday. 
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General Dos and Do NOTs

•Do:

•Follow all announcements on Piazza

•Try to join the lectures/discussions live
•Participate in discussions in class / on Piazza

•Raise your hand before speaking

•View/review podcast videos asynchronously by yourself
•To contact me/TAs, use piazza first; if you really need to email, use 

“DSC 204:” as subject prefix
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General Dos and Do NOTs

•Do NOT:

•Harass, intimidate, or intentionally talk over others

•Violate academic integrity on the PAs, exams, or other 
components; I (and the school) am very strict on this matter!



TODOs after Today’s lecture

1. Make sure you are enrolled with Piazza, Canvas, Gradesope

2. Check all contents of course website (Schedule, Syllabus, Exam time)

3. Signup your scribe duty

4. Finish Start-of-quarter survey

5. Start the reading of week 1



Waitlisted Students

• This classroom can accommodate 196 students

• Currently we get 300+ enrollment requests. Students are enrolled using a 

FCFS scheduler

• CSE will continue to enroll students when previous students dropped

• For most CSE courses: half of enrolled students will drop after week 2

• Fill this form if you are absolutely sure you will take this course: 

https://tinyurl.com/cse234waitlist

https://tinyurl.com/cse234waitlist
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Questions?


