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Data indexes

* Straw-man design (bash script, get, set, append-only)
® Fast write
* Slowread
* Large storage space.
* Hash table (all keys in the memory, all values on the disk, background
compaction)
* Fast write & read
® |essstorage space
* All keys need to fit iIn memory.
* SSTable
* Segments are sorted
* |ndexis sparse and small
* Compaction is based on merge sort
® But how to get the segments sorted In first place?




How do you get your data to be sorted
by key In the first placee



L SMTable: Augment SSTable with MemTable

®* Easier fo manipulate data in memory than disk.
* Whye
* Maintain a sorted data structure In memory.




Selt-balanced trees
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AVL v.s Binary Search Tree

AVL tree

Tvpe

Tree

Invented

1962

Invented by

.M. Adelson-Velskil and E.M. Landis

Time complexity

in hig () notation

Average Worst case
Space Oin) in}
Search (Xlog n) (Mlog n)
Insert Oilog n) Oilog n)
Delete Oilog n) Oilog n)

Binary search tree
Type tree
Invented 1960

Invented PF. Windley, A.D. Booth, A_LT.

by Colin, and T.M. Hibbard

Time complexity in big O notation

Algorithm Average Worst case
Space O O )
Search Oflog n) Oin)
Insert Oflog n)  Oi(n)
Delete Oflog n)  O(n)




How a LSM (Log-structured merged-iree) storage engine
WOrKS

* Write:
* When a write comes in, add it fo the memtable.
* If the memtable > a threshold, save the memtable as the
MOost recent segment.
® Read:
* Check if the key in the memtable.
®* Then go through the segments.
®* Background:
* Merge and compact.
* Merge Sort



One Issue of LSM

* What will happen it we want 1o look up keys
that do not exist In the database®e
* Check the memtable
* Check the segments all the way back 1o the
oldest
* Optimization:
* Use a bloom filter to test whether a key exist.



Bloom filters

* A space efficient probabillistic data structure
® |t can fest whether an element is a member of a
seft.
* Computation: O(k) and Space: O(m).
® Cost: probabillistice
* False positive:
* [t might tell that an element is a member of a set
while It is noft.

0
Initialization (m): [ﬂ U | 010 |IjI | . |U ; | IDI

Three hashing functions (k): h1, h2, h3
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n1("geeks”) % °
n2("geeks”) % °

n3("geeks”) %

N1 ("
N2("
N3("

A set of words: {“geeks

nerd”) %
nerd”) %

nerd”) %

0=1

0=4

0=7
0=3
0=5
0=4

Bloom filters (read and write)

nerd’}
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Bloom filters - False positive

N1 ("geeks”) % 10 = 1
n2("geeks”) % 10 = 4
n3("geeks”) % 10 =7
N1 ("nerd”) % 10 =3
n2("nerd”) % 10 =5
N3(“nerd”) % 10 =4
cat
q‘l(“CO..”)%-O: -l /\
n2("cat”) % 10 =3 11‘:3 1‘1‘1 0‘1 u‘n‘n
N3(Ycat’) % 10=7 . ' o ' |
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B-Tree
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Selt-balanced BST

“Look up user_id =251"
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\ 4
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50 <key < 270
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B-Tree



B-tree (WIll not be In Exam)

®* Corresponds more closely to the underlying
hardware, as disks are also arranged in fixed-
size blocks.

® Root =keptin main memory.

“Look up user_id =251"

ref | 100 | ref | 200 | ref | 300 | ref {400 | ref [ 500 | ref

s
-
~ .

-
-
-
-----
-
-

» key > 500

)
~
-
-
-
-
- -

* Loaded intfo memory when needed. et ke B0 zhey O e 00 Skey <500
\4
* NOT Oppend OnlY' ref | 111 | ref |135| ref | 152 | ref [ 169 | ref [ 190 | ref
® Search for the leaf page containing the  « ! p ‘:4 "4 "
TOrge" key cef 1210 ref [230] ref 1250 ref | 270] ref 290 ref
* Change thevalue in that page N PN
* Write the page back to disk. moster=an
o DO aleli chonge The references. 250 | val [ 251 val [252| val 253 val |254] val

B-Tree
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Trends: In-memory database

Why so much complexitye
* Magnetic Disks and SSDs are awkward to deal with.
* Slow, Do not support random address access.
® But they are durable/persistent and cheap.
Hardware trends
* RAM becomes cheaper and larger.
® Battery powered RAM.
Notable In-memory database implementation
* Memcached, Memsgl, Oracle TimesTen, Redis
Advantages
* Not because disk is slower.

* Modern OSs do caching well.
® Reason 1:data serialization is eliminated

* Datarepresentations in the memory and the disk
¢ Reason 2: Simpler mplementations.

® (Cost: Disk < Memory < Developers (youe)



Next

® File system
* Database

* Data Warehouse and Column Storage
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Data Warehouse and Column Storage

® OLTP v.s. OLAP
* Dafa warehousing

®* Schemas tor Analytics
* Column-oriented storage

* Data cubes and materialized views
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CRUD

I'm a Database Developer,

all what I do is

CREATE\\‘

i

\

-| new item
71

item Z ||

item

DELETE

UPDATE
[ item 4] J
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Database transactions

* Make sale

* Place an order

* Pay an employee’s salary

* Comment a blog post

® AcCtin games

* Add/remove contfract to an address book

Online tfransaction processing (OLTP)
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Walmart Beer and Diaper (1988)

* Unexpected correlation:
* Sales of diapers and beer

Forbes 1988

https:/ /www.forbes.com /forbes/1998 /0406 /6107 128a.himl2sh=2574a9316260
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Data analytics

* What was the total revenue of each of our stores in Jane

* How many more bananas that usual did we sell during our
latest datae

* Which brand of baby food is most often purchased together
with brand X diaperse

Online analytic processing (OLAP)
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OLTP v.s. OLAP

Main read pattern

Transaction processing systems (OLTP)

Small number of records per query, fetched by key

Analytic systems (OLAP)
Aggregate over large number of records



26

OLTP v.s. OLAP

Main read pattern
Main write pattern
Primarily used by
What data represents
Dataset size

Transaction processing systems (OLTP) Analytic systems (OLAP)
Small number of records per query, fetched by key  Aggregate over large number of records

Random-access, low-latency writes from userinput ~ Bulk import (ETL) or event stream

End user/customer, via web application Internal analyst, for decision support
Latest state of data (current point in time) History of events that happened over time
Gigabytes to terabytes Terabytes to petabytes
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Today's topic

® OLTP v.s. OLAP

* Data warehousing

®* Schemas tor Analytics

* Column-oriented storage
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Transaction systems are complex.

2

Just leaving Twitter HQ code review

Elon Musk &
@elonmusk

1:28 AM - Nov 19, 2022 - Twitter for iPhone

Elon Musk's Twitter System Design Diagram Explained
https: / /www.youtube.com /watchev=_Y5aGCOkymQ
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Transaction systems need o be highly available.

Twitter Architecture | ...
2012
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® Ad hoc analyfic queries are eXPeNSIVE, ./ i ier.com/alexxubyte /status/1 594008281 340530688



https://twitter.com/alexxubyte/status/1594008281340530688
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Data warehouse

* A separate database that analysts can query to their hearts’
content, without affecting OLTP operations.

* Maintain a read-only copy for analytic purposes.
* Only exist in almost all large enterprises.
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Small companiese

Al levels fyi

fo3 Salaries -

= Jobs '5:'23 Services v

Q, Search by Company, Title, or City

For Employers Sign In

Get Paid, Not Played!

Services to level up your career

+527k Salary Negotiation

Software Engineer Product Manager

Software Engineer Salaries

________

-

0 Promoted

HighTouch

$170k - $240k

R ———

7 Apply Now

Software Engineer Levels @

8 Amazon

& Google I Microsoft

® | Qualcomm
Associate Engineer

Click for salary info

Engineer

Senior Engineer

QJ Community @ About Us
> [ Resume Review > 43 Interview Prep >
Product Designer Software Engineering Manager Management Consultant More >
© 7 minutes ago © 7 minutes ago © 3 minutes ago © 10 minutes ago
Amazon Intel Plaid Microsoft
$216,900 $103,930 $465,000 $127,500
@ Seattle, WA Q Chandler, AZ @ San Francisco @ Redmond, WA
Wiew All >
@) Facebook # Apple More «

* (o G How Levels.fyi scaled to millions of
S e users with Google Sheets as a
backend

Engineer Qur philosophy to scaling is simple, avoid premature optimization

https:/ /www.levels.fyi /blog /scaling-to-millions-with-google-sheets.html
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Extract-Transtorm-Load (ETL)

* Extract E
®* Periodica data dump )
®* Confinuous streaming E
®* Transform %

* Analysis-friendly schema
* Data cleaning
* |oad Into a data warehouseg

OLAP syste

Sales
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O

=~ Customer

i

Ecommerce site

1

extract | .

Business O
analyst A

'| :

Q' Warehouse
A, worker

¥
Stock-keeping app

1

Inventory
DB

o _—

—g

/Extract

' Truck
A, driver

¥
Vehicle route planner

 nill
Geo

'/ extract

transform trdr'ut.f{;lrr transform
IQ ::Ia{ﬂ

query

Data warehouse
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Why data warehouse@¢

* Separation of concerns
®* Performance (reliabllity, latency)
® Expertise requirement, management

* The indexes In last lecture (e.g., SSTable, B-tree) are good for
reading and writing a single record.

® But are not good at answering analyfic queries.
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How do you inferact with OLAP & OLTP

* SQL query interface
® Select * from

* “A database system can be considered mature when it has
an SQL gquery interface’.

* Both OLAP and OLTP

* OLAP:
* More and more codeless user interfaces.
®* Note: This is a big market of innovations



More Storiese
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