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DSC 204A: Scalable Data Systems
Winter 2024

Machine Learning Systems
Big Data

Cloud

Foundations of Data Systems




Where We Are

Machine Learning Systems

Big Data

Cloud 2000 - 2016

Foundations of Data Systems 1980 - 2000



L OgistiCS

* PAT1 is up! (Due in 2 weeks)

®* TAs has offered one recitation this week to help you learn how to
program Ray
® Tuesday 4 -5 pm

* TAs have also put up a poll about tuture recitations.

* hitp://tinyurl.com/dsc204a-recitation-pall

* Make sure to provide your preferences



Review Questions

1. Briefly explain 1 pro and 1 con of On-Demand vs Spot
Instances on AWS.

2. Briefly explain 2 pros and 2 cons of cloud vs on-premise
clusters.



Recap: Why Cloudv¢

Need more compute and sforage Single computer hits physical limits
Distnbuted Computing
Cloud offers a lot of compute, storage, Cloud is close o uftllity computing:
Networking, efc. +flexibility and elasticity,

« manageability,
* COSt



Open Question after class

Google has pioneered and created many distributed systems and

technologies that shape today’s cloud computing, but why

Amazon (and even Microsoft) wins over Google Cloud (GCP) on

Cloud computing market sharese



INstructors’ answers: Amazon's Micro-services vs. Cloud 3.0

* Microservice architecture correlates well with foday’s cloud trend:

resources and services are more and more disaggregated.

Monolithic Architecture Microservices Architecture




Today's topic

* Why cloud computinge
* Need-based argument
* Utility-based argument
* High-level Infroduction of Cloud Computing:
* Cloud computing evolution - sharing granularity
* Advantages of Cloud computing
* Cloud computing layers



Cloud Computing i1s a Huge Ecosystem

End Users

&

Resources Managed at Each layer Examples:

AR R ---c-eeeeeseccsececa-.
\ \};-,1’.?{‘- — Business Applications, Google Apps,
| i Web Services, Multimedia Facebook, YouTube
Soft\fvare - N et Saleforce.com
Service (SaaS) Application
Software Framework (Java/Python/.Net) £ Microsoft Azure,
Platform as a Storage (DB/File) a . oiighe AENEIng
Service (PaaS$) A . ;
| Platforms  F ImemnimeiR
------------------- . Amazon EC2,
Computation (VM) Storage (block) GoGrid
Flexiscale
Infrastructure Infrastructure -~ .
as a service (1aa$)
CPU, Memory, Disk, Bandwidth
Data Centers

Hardware

htth<s://benchopartner com/lavered-model-of-clotid-combniitina
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Examples of AWS Cloud Services

* |aas: Infra-

* Compute: EC2, ECS, Fargate, Lambda
® Storage: S3, EBS, EFS, Glacier
* Networking: CloudFront, VPC

* PaasS: Platform-

* Database/Analytics Systems: Aurora, Redshift, Neptune,

ElastiCache,

DyNamo

DB, Timestream, EMR, Athena

* Blockchain: QLDB; loT: Greengrass

* Saas: Software-

* ML/AI: SageMaker, Elastic Inference, Lex, Polly, Translate,

Transcribe, Textract, Rekognition, Ground Truth

®* Business Apps: Chime, WorkDocs, WorkMall



uipoyo 11jo.14

However: we are at a transition point, again.

@ OpenAl GO

Google DeepMind

O\ Meta

@t Microsoft ~ aws £y Google Cloud




New Trends In the Deep Learning Ero

* New trends:
® Reservation takes precedence than on-demand/spot
* GPU vertical cloud

* Community cloud

LAST UPDATED: 1 WEEK AGO

Provider A100 40GB A100 80GB H100




New Trends In the Deep Learning Ero

There Is a trend of bullding on-premise super computers again

M SO GO LI Cam




Part 2: Cloud Computing and Distributed Systems

* Infro to Cloud Compute

* Networking

® Distributed Storage and file systems
® Distributed Computing

* Parallelism and consistency

* Advanced Topics



Example: What's in a Search Querye

* Complex interaction of multiple components in mulfiple

administrative domains

DNS
request

Datacenter

/create

Mlndex

balancer

\_




Why 1S NGTWOrkiﬂg Imp Top 5iPad 2 Problems FixYa

Wi-FI Connection Issues (35%)

* Virtually all apps you use ¢
LED Display Issues (15%)

Microphone Quality (15%)
USB Issues

Screen Issues (10%)

* Many fimes main functic

services, Amazon, Facel

(10%)

®* Thus, connectivity is key se

* Many times, connectivit

* Some of the hottest opportunities in the OS space:
* Datacenter networking
* OSes for Software Defined Networks (SDNs)
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Networking

* Network BasICS
* Layering and protocols
¢ Collective Communication



Network Hardware

* Network (interface) card/controller: hardware that physically

connects a computer to the network

Process Process
A B




Network Addresses

* Typically, each network card is associated two addresses:
* Media Access Control (MAC), or physical, address

* I[P (network) address; can be shared by network cards on same host

Process Process
A B
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Network Addresses (cont’'d)
* MAC address: 48-bif unique identifier assigned by card vendor

* [P Address: 32-bit (or 128-bit for IPvé) address assigned by network

administrator or dynamically when computer connects to network

Process Process
A B
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Network ldentifier (cont’'d)

®* Connection: communication channel between two processes

* Fach endpoint is identified by a port number

Process
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Common Port Numbers

Application Port number
Wake-on-LAN 9
FTP data 20
FTP control 21
SSH 22
Telnet 23
DNS 53
HTTP 80
SNMP 161
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Abstract Network
—— &1

A
I\Tode Link Ncﬁe

* Electrical questions
®* Voltage, frequency, ...
* Wired or wirelesse

* Link-layerissues: How to send data?¢
* When to talk — can either side talk at once¢
* What to say — low-level tormate
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Basic Building Block: Links

e .. Buft whatif we want more hostse

One wire

* Scalabllityel! _
y Wires for everybody!
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|[dea: Multiplexing

® Need to share network resources

* Howe Switched network

®* Party YA gets resources sometimes
®* Party "B" getfs them sometimes

* Interior nodes act as “Switches”

* What mechanisms to share resourcese
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N the Old Days...Circult Switching
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Packet Switching

® Source sends information as selt-contained packets that have an
address.
® Source may have to break up single message in multiple packets

* Fach packet travels independently to the destination host.

* Switches use the address in the packet to determine how to forward the
packets

* Store and forward

* Analogy: a letfter in surface mail.




Example: Ethernet Packet

* Sending adapter encapsulates IP datagram (or other network

layer protocol packet) in Ethernet frame

Preamble

21
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Packet Switching

Packets

71\
Bl lieXs

* Switches arbitrate between Inputs

® Can send from any input that's ready
® | Inks never idle when traffic to send
* (Efficiencyl!)




What if Network 1s Overloaded?¢

Problem: Network Overload

@§>@—I~

Solution: Buffering and Congestion Control

* Short bursts: buffer

* What if buffer overflows?
* Packets dropped

* Sender adjusts rate until load =resources - ‘“congestion
confrol”
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Characterizing Network Communication

* |atency - how long does it take for the first bit to reach
destination

* Capacity - how many bits/sec can we push throughe (often
fermed “bandwidth”)

* Jitter - how much variation in latency?¢
* |Loss / Reliability - can the channel drop packetse

®* Reordering



32

Packet Delay

® Sum of a number of different delay components:

Propagation delay on each link.
* Proportional to the length of the link

Transmission delay on each link.
®* Proportional to the packet size and 1/link speed

Processmg delay on each router.

* Depends on the speed of the router

Queumg delay on each router.

—

/

* Depends on the fraffic load and queue size

an-0uo gy
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Throughput

* When s’rreomin%; packets, the network works like a pipeline.
* Alllinks forward difterent packets in parallel

* Throughput is determined by the slowest stage.
* Cdlled the bottleneck link

* Does not really matter why the link is slow.

* Low link bandwidth
* Many users sharing the link bandwidth
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Some simple calculations (mbps/kbps)

¢ Cross counftry latency
* Distance/speed =5* 10A6m / 2x10A8m/s = 25 * 10A-3 s = 26ms
® 50ms RTT

* Link speed (capacity) 100Mbps
* Packet size = 1250 bytes = 10 kbits

®* Packet size on networks usually = 1500 bytes across wide area or 2000 bytes in
local area

®* | packet takes

10k/TO0OM = .1 ms to fransmit

25ms 1o reach there

ACKs are small > so Oms to fransmit
25ms to get back

* Fffective bandwidth = 10kbits/50.1ms = 200kbits/sec

https://www.quora.com/Which-is-faster-the-speed-of-electric-current-through-a-copper-wire-or-the-speed-of-
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Some Examples

* How long does it take to send a 100 Kbt filee

* Assume a perfect world

100 Kbit/s 1 Mbit/s

500 usec 1.0005 0.1005

10 msec 1.01 0.11

100 msec 1.1 0.2

100 Mbit/s

0.0015

0.011

0.101
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Some Examples

* How long does it take to send a 10 Kbit filee

* Assume a perfect world

100 Kbit/s 1 Mbit/s

500 psec

10 msec

100 msec

100 Mbit/s
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