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Instructor

Hao Zhang (https://cseweb.ucsd.edu/~haozhang/)

Now: Asst. Prof @ HDSI, Affiliated with CSE, UCSD

- Ph.D. from CMU CS, 2020

• Project: Parameter servers (Week 3), automatic parallelization (Week 

)

- Took 4-year leave to work for a startup (raised 100M+), 2016-2021

• Project: Petuum, productional ML (CSE 234)

- Then postdoc at UC Berkeley working on LLM+systems, 2021 – 2023

• Project: Alpa, vLLM, Vicuna, lmsys.org
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My Lab: Hao AI Lab

Research Area: Machine Learning + Systems

Recent topics:

• Fast LLM Inference and Serving (Week 8)

• Large-scale distributed ML, Model parallelism, etc. (week 6)

• Open source LLMs, data curation, evaluation (week 7)

Some ongoing projects:

alpa.ai lmsys.org vllm.ai



Today

• Why study ML Systems

• Course overview

• Logistics

• Warm up (If time permits)



Success of Machine Learning Today

Source: https://mlsyscourse.org/slides/01-course-introduction.pdf



Generative AI



How this happened?

A key ingredient: ML Systems



1958 – 2000: ML Research

Source: https://mlsyscourse.org/slides/01-course-introduction.pdf



2000 – 2010: Arrival of Big Data

Source: https://mlsyscourse.org/slides/01-course-introduction.pdf



2006 – Now: Compute and Scaling

Source: https://mlsyscourse.org/slides/01-course-introduction.pdf



When three things come together and ready?

Source: https://mlsyscourse.org/slides/01-course-introduction.pdf



The bitter lesson by Richard Sutton



A real example AlexNet 2012

Krizhevskyet.al ImageNet Classification with Deep Convolutional Neural Networks.



W/o ML Systems

Source: https://mlsyscourse.org/slides/01-course-introduction.pdf



W/ ML Systems

Source: https://mlsyscourse.org/slides/01-course-introduction.pdf



ML Systems

• Accelerate ML research

• Bring ML up to scale

• Help deploy ML to everyone

• ML <-> system codesign

• In summary: ML System is becoming an essential skill



Example problem 

Source: https://mlsyscourse.org/slides/01-course-introduction.pdf



Traditional Way of ML Thinking

Design a better model with smaller amount 
of compute via hyperparameter tuning, 

pruning, distillation 

Source: https://mlsyscourse.org/slides/01-course-introduction.pdf



Traditional Way of System Thinking

Take the best model by ML researcher, 
specialize the inference system to reduce 

latency

Source: https://mlsyscourse.org/slides/01-course-introduction.pdf



ML-System way of Thinking

- Collect more data
- Incorporate specialized compute hardware
- Develop models components that optimizes for the specific hardware
- Study data-model scaling law 
- Scale it up using many hardware, subject to compute budget
- Automate the hyperparameter search processes , subject to compute budget
- Streamline the entire process from development to deployment

Source: https://mlsyscourse.org/slides/01-course-introduction.pdf



MLSys as an Emerging Research Field

Source: https://mlsyscourse.org/slides/01-course-introduction.pdf



Summary: Why Study MLSys

• Reason #1 To push the frontier of modern AI applications, we 

need to have a holistic approach to the problem, understand 

and make use of existing systems more efficiently.

• Reason #2 Prepare ourselves to build machine learning systems 

and work in the area of machine learning engineering.

• Reason #3 Have fun building our own ML systems!

Source: https://mlsyscourse.org/slides/01-course-introduction.pdf



Today

• Why study ML Systems

• Course overview

• Logistics

• Warm up (If time permits)



ML System history

• ML Systems evolve as more and more ML components 

(models/optimization algorithms) are unified

Ad-hoc: diverse model family, 

optimization algos, and data 

Opt algo: iterative-convergent

Model family: neural nets

Model: 

CNNs/transformers/GNNs

LLMs: transformer 

decoders

Our models/algos 
become more and 
more specialized



ML System Scale

Massively distributed GPUs: 10K 

GPUs

8 GPUs in one Box: nvidia DGX

GPUs, accelerators, LPU

Many CPUs and multi-

threads

Ad-hoc: diverse model family, 

optimization algos, and data 

Opt algo: iterative-convergent

Model family: neural nets

Model: 

CNNs/transformers/GNNs

LLMs: transformer 

decoders

Single-core CPU

Our scale increases -- we 
double down more resources 

on a specialized model
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Hence the course is organized into four parts

• ML System basics 

• Single device optimization

• Scaling up: distributed ML, ML parallelizaiton

• LLM + systems
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What is this course about? Part 1 Basics

• Machine learning system basic

• Deep learning

• Computational graph

• Autodiff

• ML frameworks: TF/PyTorch, Imperative vs. declarative

• GPUs and CUDA

• Collective Communication
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Part 2: Single-device optimization

• Single device optimization

• Compute optimization

• Hardware acceleration

• Graph optimization / fusion

• Memory optimization

• Compilation 



Part 3: Scaling Up

• Distributed ML Basics

• Machine learning parallelism

• Data parallelism, model parallelism

• Inter-op parallelism, intra-op parallelism

• Automatic parallelization



Part 4: Putting in the Context of LLMs

• Transformers Large language model (LLM) basics

• Scaling law

• LLM training, inference, and serving

• LLM-specific optimization

• Flash attention

• Paged attention

• Speculative decoding

• MoEs



What is this course not about?

• Not an OS/Distributed system/networking basic course

• We will assume you know how OS/Distributed system/networking 

works

• Things to check:

• How processors works: instruction, ALUs?

• How computer/OS works: memory hierarchy, scheduling, 

• How networking works



What is this course not about?

• Not a Linear algebra/deep learning/NLP/optimization course

• We will assume you have knowledge on ML/DL/optimizations

• Things to check:

• Basic linear algebra

• How neural networks work? Training and inference

• CNNs/RNNs/transformers/graph neural networks?

• How gradient-based optimization works?

• Gradient descent/SGD/Adam/L2 norm etc.

• How these models enable applications?

• CNN -> image classification, LLM -> language modeling



What is this course not about?

• Not a Linear algebra/deep learning/NLP/optimization course

• We will assume you have knowledge on ML/DL/optimizations

• Things to check:

• Basic linear algebra

• How neural networks work? Training and inference

• CNNs/RNNs/transformers/graph neural networks?

• How gradient-based optimization works?

• Gradient descent/SGD/Adam/L2 norm etc.

• How these models enable applications?

• CNN -> image classification, LLM -> language modeling



What this course does not cover

• MLSys is expanding it scope, a lot of interesting topics

• This course will not cover:

• Machine learning for systems: learned data base index, learned 

networking, etc.

• ML Hardware design

• this is a software course

• Scaling down: Quantization, compression, TinyML

• This course focuses more on system and scaling up

• Federated learning, ML energy efficiency, system security in ML



Contrast with similar course offerings in UCSD

• Vs DSC 204A: scalable data analytics

• DSC 204A focuses more on data systems in general and many basics

• This course is more advanced and focused: ML systems

• Vs. CSE 234: Data system for machine learning

• CSE 234 is more data-centric(more data component than ML 

components)

• CSE 234 talks about more on systems put in production

• This course is ML-centric

• This course is more cutting-edge: latest technologies up-to-date
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Suggested Textbooks

• This is a fast-evolving field hence NO TEXTBOOK

• But there are a lot of online materials:

• Deep learning book by Ian Goodfellow, Yoshua Bengio, and 

Aaron Courville: more principles

• Dive into deep learning: by Mu Li, Alex Smola, Aston Zhang

• More coding components

• ML compilation: by Tianqi Chen etc.

• Designing Machine Learning Systems, by Chip Huyen.

• TensorFlow/PyTorch/DeepSpeed documentations

https://www.amazon.com/Designing-Machine-Learning-Systems-Production-Ready/dp/1098107969
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Learning outcomes of this course

By the end of this course, you will …

… understand the basic functioning of modern DL libraries, including 

concepts like automatic differentiation, compute operators, etc.

… understand hardware acceleration/CUDA/GPUs, and can 

program/debug a little accelerator programs

… understand scaling-up, why and how? All sorts of machine 

learning parallelization techniques, and latest research in the area

… ground all you learned in the context of LLMs, understand the L of 

LLM, how it is optimized, scaled, trained, served.

… Have fun
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… and a more practical outcome: 

$$$



Global Picture: AI Industry



What others are doing
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Questions?
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Course website

https://hao-ai-lab.github.io/dsc204a-w24/



TAs

• Anze Xie (a1xie@ucsd.edu)

• MS @ CSE

• Experience: long-context LLMs, longchat, developed LightSeq

• OH: Every Friday 3 – 4pm on Zoom

• Will Lin (w5lin@ucsd.edu)

• PhD @ CSE

• Experience: FPGA, Disaggregation

• OH: Every Tuesday 3 – 4pm at CSE 3144

mailto:a1xie@ucsd.edu
mailto:w5lin@ucsd.edu


44

Components and Grading

• 3 Programming Assignments: 42% (15% + 15% + 12%)

• 5 late days. 

• Exams

• No Midterm

• Final Exam (date/location TBD): 26% 

• Reading summary: 8%, 8 readings, 10 – 20 pages per reading

• No late days.

• Final presentation: 15%

• Peer-instructed in-class Quiz: 9%, 8 - 9 quizs

• Extra Credit: 6%
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Grading Scheme (grade is the better of the two)
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Grading Scheme (grade is the better of the two)

Example, 82 and 33%, 

Rel: B-; Abs: B+;

Final: B+
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The structure of the course (Tentative)

https://hao-ai-lab.github.io/dsc291-s24/



Lectures

• Hao’s lecture: high encouraged to attend

• In person unless due to travel or weather

• Will have peer-instruction quiz to promote attendance

• Guest lectures: You must attend (mostly on Zoom)

• About 3, from inventors of key techniques covered in class

• TAs will track the attendance

• Student presentations (final two weeks)

• You must attend to either give presentations or grade your 

peers presentations
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Programming Assignments

• Three newly designed PAs 

• Will be based on PyTorch / Huggingface

• Topics

• Implement computational operator/graphs

• Optimize them

• Scale it up using parallelism

• Debug correctness and benchmark performance

• We will use Google Colab’s free GPUs

• TA will publish a guide

• We are in touch with the university IT to see if we can get more GPUs
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Expectations on the PAs

• Expectations on the PAs: 

• Individual projects; see webpage on academic integrity

• Be prepared: plan to spend large amount of time on it

• Esp. if you do not have a lot of experience in programming at low-

level

• TAs will explain and demo the tools; handle all Q&A

• You are expected to put in the effort to learn the details of the tools’ 

APIs using their documentation on your own!



Reading Summary

• Required reading: 

• The instructor team will select 8 most 

important papers (mostly < 20 pages).

• One paper per week, submit your reading by 

next week Tuesday midnight.

• Your reading summary should focus on high-

level ideas, and should be >= 2 pages of the 

Neurips format.

• Optional reading:

• Important papers, cutting-edge topics

• Encourage to read if you want to learn more

• Helpful for PAs



Exams

• No Mid-term

• In-person Final exam (26%)

• All MCQs

• You can bring as many books/cheat sheets/paper you want

• No phone/laptop/Internet/ChatGPT

• Data/location TBD



Final presentation 

• One primary goal of this class:

• Learn about ML systems development by 

• Reading several seminal papers

• Trying their corresponded artifacts (with many stars in Github)

• Judging how they do things right (or wrong)

• Share the knowledge with your classmate with a nice 

presentation

• Predict the future treads in this area



Final Presentation

• 15%

• Sign-up sheet in website: 4 – 6 per team

• Please spend a significant amount of time on studying your 

chosen project and making this presentation nice and clear.

• Graded by instruction team (50%) and your classmates (50%)

• Instructor: based on format, correctness, depth, clarity, insights

• Peers: make sure your classmates feel they indeed learn 

something after listening to your presentation

• Happening in the end of the quarter



Instructor Story

Poseidon
DyNet

Cavs

AutoDist

Pollux

Alpa/AlpaServe

FastChat

Vicuna

Chatbot Arena

vLLM

450 citations
Not open sourced

3.4k stars
Citations very low
Becomes irrelevant

Best paper award
But citations very low

Very advanced systems, 3K 
stars, 180 citation in 1 year

(why UCSD hires me)
But no users

2000 citation in 1 year

>1M open source users

33K stars

200 citations in 1 year

Many industry users

17K stars



Final Presentation: some principles

• What is the problem? 

• Simple, powerful system that users themselves can easily evolve

• What is the project’s main idea?

• Minimalist design, unified abstractions (avoid 2nd system syndrome)

• Play and Evaluate its artifact:

• Simple interface, easy to install/use?

• Academic impact vs. practical impact?

• Why did it succeed (or failed)? 

• Uniqueness

• Addictive to use

• Open-source

• High level language made it easy to port to other architectures

• Become relevant/irrevant as technology changes?

• TAs will release more rubics about how to prepare/grade the final presentations



Peer-instruction Quiz (Will)

Goal: make sure you do not forget!

Frequency: once per week since week 2.

Formats: 

• MCQ (some of them will appear in final exams)

• We are using iClicker App for attendance!

• Download iClicker App on your phone (free)

• https://www.iclicker.com/students/apps-and-

remotes/apps

• Login using your @ucsd.edu email address

• Find DSC 291 ML Systems

• Join class

• Download and setup by next class!

•

https://www.iclicker.com/students/apps-and-remotes/apps
https://www.iclicker.com/students/apps-and-remotes/apps
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Respecting TAs’ time

• Use piazza first, seeking helps from your peers

• Students answering questions on Piazza will be rewarded

• Office hours are for getting ideas on how to debug or better 

approach your homework.

• Write a description! Try to narrow down your problem area as 

much as possible. 

• If you don’t have a description, TA can reject your questions.

• Respect TA’s working hours.

• Respond in 24 hours. 

• Members may send msgs at night or on weekends, but only 

expect to receive a reply on weekday. 
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General Dos and Do NOTs

• Do:

• Follow all announcements on Piazza

• Try to join the lectures/discussions live

• Participate in discussions in class / on Piazza

• Raise your hand before speaking

• View/review podcast videos asynchronously by yourself

• To contact me/TAs, use piazza first; if you really need to email, use 

“DSC 204:” as subject prefix
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General Dos and Do NOTs

• Do NOT:

• Harass, intimidate, or intentionally talk over others

• Violate academic integrity on the PAs, exams, or other 

components; I (and the school) am very strict on this matter!
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Questions?
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